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Abstract
We report on an investigation of the cognitive functions of an individual with a resection of the left
fusiform gyrus. This individual and a group of control participants underwent testing to examine the
question of whether or not there are neural substrates within the left fusiform gyrus that are dedicated
to orthographic processing. We evaluated the modality specificity (written vs. spoken language) and
the category specificity (written language vs. other visual categories) of this individual’s
impairments. The results clearly reveal deficits affecting lexical processes in both reading and
spelling. Specifically, we find disruption of normal, rapid access to meaning from print in reading
and of accurate retrieval of the spellings of words from their meaning in writing. These deficits stand
in striking contrast with intact processing of spoken language and categories of visual stimuli such
as line drawings of objects and faces. The modality and category specificity of the deficits provide
clear evidence of neural substrates within the left mid-fusiform gyrus that are specialized and
necessary for normal orthographic processing.
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Introduction
The question of whether or not there are specific regions of cortex dedicated to the
representation of category-specific knowledge or processes is easily one of the oldest and most
fiercely debated questions in the history of neuroscience. Variations on the functional
localization versus holism (mass action, equipotentiality) debates of early neuroscientists such
as Broca, Ferrier, Golgi, Goltz, Hughlings Jackson, Lashley, and others (for a review see
Finger, 1994), have been rekindled over more than a century as different approaches and
techniques have gained prominence, from phrenology to fMRI. Furthermore, similar
discussions have played out over a wide range of cognitive domains. For example, the past
decade has seen a great deal of research directed at determining whether face recognition or
specific semantic category knowledge (e.g., foods, animals, tools) have dedicated neural
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substrates or if, instead, the apparent specificity of their neural instantiation is a simply a mirage
emerging from the distributed interactions of networks carrying out broader functions (see
Baker, et al., 2007a; Baker et al., 2007b; Downing et al., 2006; Tarr and Gauthier, 2000; for
reviews). A domain that has quite recently entered this debate is that of written language
processing, and the brain area that has received considerable attention is the left mid fusiform
gyrus, referred to by Cohen and Dehaene and colleagues (Cohen et al., 2000; Cohen et al.,
2002; Dehaene et al., 2002; Cohen et al., 2004; Dehaene et al., 2004) as the “visual word form
area”. Certain research findings have been put forward in support of the conclusion that there
are neural substrates largely dedicated to or indispensable for written language processing,
while other findings have been put forward as evidence that written language is, instead,
processed by neural substrates that have broader polymodal language functions or more general
visual functions. That is, the debate concerns the modality specificity and the category
specificity of the neural substrates that have been identified with orthographic processing.

The data relevant to the debate have come primarily from functional neuroimaging studies, but
also include cognitive neuropsychological studies of individuals with acquired deficits in
written language processing (Cohen, Henry et al., 2004; Cohen, Lehericy et al., 2004; Cohen
et al., 2003; Gailard et al., 2006; Raymer et al., 1997). Each approach has well-known strengths
and weaknesses (Gailard et al., 2006; Kleinschmidt and Cohen, 2006; Price et al., 2003). While
functional neuroimaging can reveal areas that are active during processing, it does not reveal
which of these areas are causally necessary for performing the task. Neuropsychological studies
relating deficits to lesions can reveal necessary areas and establish a causal relationship, but
may be limited by uncontrollable factors such as the extent and nature of the damage to the
brain. Ideally, evidence from lesion and functional neuroimaging studies should converge to
identify the brain areas that make causal and necessary contributions to specific cognitive
functions. In this paper we report on the case of an individual who had a resection of the mid
and anterior portion of his left fusiform gyrus. Because the lesion was restricted and because
we were able to carry out detailed testing of written and spoken language, as well as object and
face processing, the results provide strong constraints on the current debate. On the basis of
our findings, we will conclude that there are substrates within the left fusiform that are
specialized and necessary for normal written language comprehension (reading) and
production (spelling).

Orthography-specific neural substrates
To many neuroscientists, the possibility that specific neural tissue would be largely dedicated
to orthographic processing seems particularly unlikely given the recency (3,000 years) with
which written language has entered the human repertoire (Farah and Wallace, 1991).
Nonetheless, the notion of orthography-specific substrates dates back to the beginnings of
cognitive neuroscience. Critical evidence was Dejerine’s (1892) cognitive neuropsychological
and post-mortem anatomical observations of an individual who, as a result of cerebral infarcts,
acquired written, but not spoken language or object recognition, impairments. In the Dejerine
case, the neuroanatomical data pointed to the critical role of the left angular gyrus in
orthographic processing. More recently, a great deal of attention has been focused on the role
of left mid-fusiform gyrus, and both functional neuroimaging and cognitive
neuropsychological evidence primarily from reading, but also from spelling, has been brought
to bear on the question.

Reading—Cohen et al. (2000, 2002) specifically proposed a visual word form area (VWFA)
centered approximately on Talairach coordinates (x= −43, y = −54, z = −12) and extending
some two centimeters in the rostral-caudal dimension along the fusiform gyrus. They argued
that this region “plays a particular and largely indispensable role in the recognition of visual
words, while it may not be strictly necessary to the efficient perception of other visual
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categories such as faces, objects or scenes” (Gaillard et al., 2006). While a number of functional
neuroimaging studies of reading had previously reported activation in the inferior, posterior
temporal areas (among others: Beauregard et al., 1997; Nobre et al., 1994; Puce et al., 1996;
Pugh et al., 1996, 2001; Salmelin et al., 1996; Wagner et al., 1998), Cohen et al. (2000) drew
specific attention to the mid-fusiform region. They carried out a number of studies that
indicated that this area is very reliably activated (at the group and individual subject level) by
written words and letter stings relative to low-level visual stimuli such as checkerboards and
also relative to other categories of visual objects such as faces and houses (Cohen et al.,
2000, 2002; Cohen et al., 2003; Cohen et al., 2004; Cohen and Dehaene, 2004; Dehaene et al.,
2004; Dehaene et al., 2005; Gaillard et al., 2006; Vinckier et al., 2007). These results supported
the category specificity of the visual processing within this mid-fusiform region. With regard
to the modality specificity, evidence was also provided that this area is not activated by auditory
stimuli. For example, Dehaene et al. (2002) specifically evaluated the response of functionally
identified VWFA voxels to the presentation of auditorily presented words. In both group and
single-subject analyses they failed to find any significant response to spoken stimuli. Similarly,
Cohen et al. (2004) found that voxels in a functionally identified VWFA were responsive to
the repetition of written words but showed no response to repeated spoken words. Furthermore,
Binder et al. (2000) also failed to find left inferior temporal activations for passive listening of
speech.

Subsequent work has been dedicated to elucidating the specific orthographic functions of this
region. For example, Dehaene, et al. (2005) and Cohen et al. (2003) proposed that letter stings
are hierachically coded in the left fusiform gyrus such that as processing proceeds in a posterior
to anterior direction, it is carried out by neuronal detectors that are increasingly complex,
abstract and location-invariant. Subsequent findings provide further support for this gradient
of complexity in the organization of the fusiform (Binder et al., 2006; Vinckier et al., 2007).
Dehaene et al. (2005) specifically proposed that there is a progression from processing in visual
areas V1–V4 (TC y= −90 to −70) that are sensitive to physical characteristics such as word
length, visual contrast, rate and duration, through processing by letter detectors located more
anteriorly (y= −64), on to bigram detectors (y=−56) and then, finally, morpheme detectors (y=
−48). Consistent with this general notion of increasing caudal-to-rostral abstraction, the most
anterior region of the fusiform has been associated with multimodal word processing or access
to semantics by a number of researchers. That is, even researchers such as Cohen and colleagues
who have proposed orthography-specific processing in the mid to posterior areas of the
fusiform have proposed that the anterior region may be polymodal. This anterior region has
been given different names such as Lateral Inferior Multimodal Area (LIMA; centered on x=
−48, y= −60, z= −16 ) by Cohen et al., (2004), or Basal Temporal Language Area (BTLA;
centered on x= −50, y= −44, z= −10) by Luders et al. (1991; and see Jobard et al., 2007) and
this characterization is generally consistent with Damasio’s (1989) claim that the left lateral
temporal cortex constitutes a convergence zone supporting the linkage of orthographic,
phonemic, and semantic information (Damasio, 1989; see also, Krauss et al.,1996; Demonet
et al., 1992, 1994; Binder et al., 1996; Booth et al. 2002a, 2002b; Buchel et al., 1998; Cappa
et al., 1998; Fiez et al., 1999; Hagoort et al., 1999; Thompson-Schill et al., 1999; Buckner et
al., 2000; Crinion, et al., 2003; Giraud and Price, 2001; Hillis et al., 2005; Jobard et al.,
2003; Kreiman et al., 2000; Lambon Ralph, et al., 2003; Cohen et al., 2004; Sharp et al.,
2004; Jobard et al., 2007).

With regard to the lesion evidence, there have been various cases of a type of acquired alexia
that is referred to as “pure alexia” or “letter by letter reading”, in which there is a deficit of
parallel processing in word reading accompanied, at least in some cases, by sparing of spelling
abilities and auditory word comprehension (Damasio and Damasio, 1983; Leff et al., 2001;
Binder and Mohr, 1992). Cohen et al. (2000, 2002) reviewed a number of these cases
underscoring the lesion site in the occipitotemporal cortex. Cohen et al. (2003) presented a
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series of six cases with varying lesion sites and behavioral patterns that supported the claim
that the lesion site for pure alexia is within the vicinity of the VWFA. As concerns the category
specificity of the VWFA, there have been several reports of cases of selective alexia without
prosopagnosia (Feinberg et al., 1994) and vice versa (Farah et al., 1998), and of selective visual
object agnosia without alexia or prosopagnosia (Humphreys and Rumiati, 1998; Rumiati et al.,
1994) and vice versa (Buxbaum et al., 1999; De Renzi et al., 1987). Such cases would seem to
constitute compelling evidence for category-specific orthographic substrates.

Nonetheless, as Price and Devlin (2003) have noted, in most of these cases the lesions are
usually large and also compromise occipital cortex and, as a result, pure alexia cases almost
invariably have some additional visual processing deficits in color naming and/or object
processing. However, quite recently a very compelling case has been reported by Gaillard et
al. (2006). The case concerns an individual who underwent surgical resection of a
circumscribed area of the left fusiform for treatment of epilepsy. Prior to surgery he exhibited
normal reading, spelling to dictation, written lexical decision and oral language
comprehension, production and repetition. Also, before surgery he underwent fMRI scanning
to functionally identify his VWFA which was found to be centered on prototypical coordinates
(x= −42, y= −57, z= −6). The surgical lesion was relatively small, extending from y=−60 to
−80. Given that the lesion was located posterior to his VWFA, the authors suggested that the
lesion effectively deafferented the VWFA from visual input. Consistent with this
characterization, they report that, subsequent to surgery, spelling, face and object recognition
and spoken language remained intact in the face of a selective and severe reading impairment.
In reading, the patient made large numbers of errors with briefly presented stimuli, showed
overall increased response latencies, and exhibited a marked length effect. Arguably, the
combined elements of this case make it one of the strongest and clearest pieces of evidence to
date for a causal role of the left-fusiform in reading.

Spelling—Although there has been a dearth of functional neuroimaging work in written
language production (spelling), evidence for an orthographic role for the mid-fusiform region
in spelling has been reported. In an fMRI study, Beeson et al. (2003) reported significant
activation at the prototypical VWFA coordinates (x= −44, y= −54, z= −12) when generative
writing of words was compared to alphabet writing. Similarly, in an fMRI study of spelling,
Rapp and Hsieh (Rapp and Hsieh, 2002 and Hsieh and Rapp, 2004) also reported significant
spelling-related activation in this region. Moreover, when Rapp et al. (2006) examined both
reading and spelling activations in the same individuals using the tasks employed by Cohen
and colleagues to localize the VWFA, they found significant spelling-related activation within
the functionally identified VWFA (x= −42, y= −43, z= −8). With regard to the cognitive
neuropsychological evidence, Rapcsak and Beeson (2004) reviewed a number of cases of
acquired dysgraphia with dyslexia. In these cases, the dysgraphia typically affected the lexical
system (exception word spelling), leaving relatively intact sublexical processes (nonword
spelling) and the lesions affected the left fusiform and posterior inferior temporal gyri.

In sum, there is a considerable body of functional neuroimaging and lesion evidence from both
reading and spelling in support of the claim of orthography-specific functions of a region of
the left mid-fusiform gyrus.

Challenges to the claims of modality- and category- independent orthographic functions of
the left fusiform

Both the modality- and the category-specificity of the functions of mid-fusiform have been
vigorously challenged (Hillis, et al., 2005; Price and Devlin, 2003, 2004; Price et al., 2003;
Mechelli et al., 2005; Price and Mechelli, 2005; Devlin et al. 2006). These opposing views
tend to posit either that this region instantiates functions that are not limited to the visual

Tsapkini and Rapp Page 4

Cortex. Author manuscript; available in PMC 2011 February 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



modality or, if they assume that the functions are visual, they claim they are not specifically
orthographic. Empirically these positions are based on functional neuroimaging and
neuropsychological findings indicating associations among modalities and/or visual categories
rather than on dissociations between them.

With regard to the question of category independence, Starrfelt and Gerlach (2007), for
example, argued that the mid-fusiform region may be responsible for certain types of complex
visual analysis that applies across categories (see also Moore and Price, 1999; Martin and Chao,
2001). Furthermore, as indicated above, Price and Devlin (2003) argued that the lesion data
largely indicate that individuals with acquired reading deficits typically suffer from other visual
processing deficit (Farah and Wallace, 1991; see also, Damasio and Damasio, 1983; De Renzi
et al., 1987; Geshwind, 1965; Behrmann et al., 1998).

With regard to the issue of modality specificity, Price and Devlin (2004) describe this region
as “a polymodal area that is clearly driven by visual input but also responds to tactile and
auditory stimuli even during tasks that do not entail top-down activation of visual
processes” (pg 478). These conclusions are based on a series of functional neuroimaging
experiments and reviews of neuropsychological and functional neuroimaging data that report
fusiform activation across a very wide range of tasks in which auditory words are presented,
including tasks such as listening for meaning, rhyme detection, repetition of heard words,
semantic decisions to heard definitions (Thompson-Schill et al., 1999; Booth et al., 2002; Price
et al., 2002; see also Vigneau et al., 2005; Jobard et al., 2003; Price and Devlin, 2003, 2004).
Furthermore, with regard to lesion data, it is worth noting that there is evidence that lesions to
this area may result in spoken word production deficits. For example, Raymer, et al. (1997)
described an individual with acute damage to the left posterior inferior temporal lobe who
suffered from anomia with impaired picture naming and naming to definition as well as reading
difficulties(see also Hillis et al., 2002). Similarly, many of the cases reviewed by Rapcsak and
Beeson (2004) with lesions in this area and primary reading and spelling deficits also suffered
at least mild anomia. In addition, Hillis et al. (2005) reported that lesions and/or hypoperfusion
of the left fusiform were significantly associated with reading, spelling and spoken naming
deficits.

Interestingly, just as Cohen and colleagues proposed subdivisions within the fusiform, Mechelli
et al. (2005) did so also, but within a framework that assumes that fusiform functions are not
modality or domain specific. They proposed distinctions between the anterior fusiform (y=
−20 to −50) that is involved in semantic and supramodal tasks, middle fusiform (y= −50 to
−60) that is critical for lexical retrieval in tasks such as reading and picture naming (McCandliss
et al., 2003; Price and Devlin, 2003; Price and Friston, 1999), and posterior fusiform (y= −60
to −70) that is involved in sublexical processes such as in pseudoword reading (Mechelli et al.,
2003). Mechelli et al. (2005) present evidence that these different fusiform subregions show
differential patterns of functional connectivity with regions of the left frontal lobe that are
thought to be involved in semantic and phonological processing.

In sum, opponents of the notion of orthography-specific neural areas argue that, although the
left posterior inferior temporal region is clearly involved in visual word processing, the
activations observed in this area likely reflect either more general visual processes or that the
function of the area “can only be defined by specifying the set of interacting regions” (Price
and Devlin, 2003).

The debate
The conflicting conclusions regarding the orthographic functions of the left fusiform have
arisen essentially because of the different weight given to findings of associations and
dissociations both in the performance of individuals with acquired deficits affecting this area
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and in the patterns of activation produced by different tasks. With regard to the functional
neuroimaging data, differences across studies in terms of patterns of association and
dissociation of activation can be attributed to a variety of factors, including differences in tasks,
baseline conditions, thresholding, power, etc. Furthermore, because functional neuroimaging
data can provide information regarding which areas are active but not which are necessary for
a given cognitive operation, it has been argued that some of the findings of activation in the
fusiform in non-orthographic tasks are the result of (automatic) unnecessary processing that
subjects engage in. For example, Dehaene et al. (2002) suggested that fusiform activation in
auditory tasks may come from subjects (unnecessarily) picturing the orthographic forms of the
words. Others (Vigneau, 2005) claim that auditory and visual words activate similar areas
because in processing the meanings of the heard or seen words subjects bring to mind the visual
attributes of the objects that the words correspond to. As concerns the lesion evidence,
associations among deficits are readily attributed to the fact that lesion size and location are
not controlled and multiple geographically proximal functions may be coincidentally affected
by a single large lesion. Generally speaking, dissociations in performance resulting from
lesions represent the most compelling evidence of functional causality, linking a brain area and
a cognitive function. In these cases, the major criticism is typically that the other cognitive
functions that were seemingly intact were actually impaired, but insufficiently evaluated.

In the present study we address the questions of modality and category specificity of the
functions of the left fusiform through the detailed investigation of both written and spoken
language processing as well as object and face recognition in an individual with a lesion affects
the left fusiform and some of the adjacent inferior temporal gyrus. The lesion is anterior to the
one reported by Gaillard et al. (2006) and, as a result, the case provides a unique opportunity
to make a contribution to the ongoing debate. We first report on testing directed at
characterizing the written language deficits and then we go on to examine the questions of
modality and category specificity.

Participants
DPT: Case history

DPT is a right-handed male (DOB: 9/1969) who currently works as a tax attorney. He reported
that prior to his surgery he read extensively for his work and that, several years earlier, he
scored in the top 1% on standardized reading comprehension tests used for law school
admissions in the United States. He also indicated that his spelling had been comparable to
that of other law school graduates.

In 2001, DPT experienced a single 3–4 minute episode of aphasia that led him to seek medical
attention. He reported that during this episode of aphasia he could understand spoken words
but lost the ability to speak, producing random words and “gibberish”. He was diagnosed with
an oligodendroglioma in the left fusiform gyrus and underwent surgical resection of the tumor.
He reported that immediately after surgery he had difficulties in spoken naming, reading
comprehension, spelling and short-term memory. He returned to work one month after the
surgery and has worked successfully since then, although he has continued to experience mild
difficulties in reading, moderate difficulties in spelling and occasional difficulties in medium-
term memory. With regard to reading, he specifically noted that since the surgery he has been
able to read aloud easily but cannot always immediately understand the meaning of the words.

In spring 2006 (4 ½ years post-surgery) signs of regrowth of the tumor were detected, although
there were no behavioral symptoms. As a result he underwent chemotherapy from 6/06 to 12/07
which successfully stopped tumor growth. The data from the experimental tasks reported on
in this paper were collected between July 2005 and August 2007.
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Structural MRI was carried out (9/05) and the images were registered to Talairach coordinates.
The scans indicated that DPT’s resection lesion extended along the medial-lateral axis from
−29 to −63, along the anterior-posterior axis from −15 to −66, and along the superior-inferior
axis from −30 to −6. This places DPT’s lesion largely anterior to the lesion of the patient
reported by Gaillard et al (2007) which extended rostro-caudally from y= −60 to −80. In terms
of a gyral characterization, the lesion comprised a large part of the fusiform gyrus (including
the whole mid-fusiform area claimed to be dedicated to orthographic processing) as well as
some parts of the inferior temporal gyrus primarily mainly along the anterior and the lateral
edges of the lesion (see figure 1).

A clinical neuropsychological evaluation was carried out 21 months after surgery (6/2003). It
reported an MMSE score of 28/30 and normal or superior performance in virtually all cognitive
areas that were evaluated. Specifically, as indicated in Table 1, DPT’s performance was normal
to above normal for verbal working memory (Wechsler digits forward and backward), visual
perception and memory (Rey Complex Figure-copy and delayed), fine motor speed and
precision (Grooved pegboard; Trail Making), verbal learning (Rey Auditory Verbal Learning
Test), spoken word naming and fluency (Boston naming, Word Association Test) and oral
reading (American National Adult Reading Test), single word auditory comprehension (PPVT)
and in recognition memory for words and faces (Warrington Recognition Memory Test.
Performance was below normal only on the Stroop color-word task (15%ile) where he showed
some slowness in naming the color of the ink in which color words were written.

Control participants
Eleven control participants (6 men and 5 women) were recruited from the Johns Hopkins
University community and were comparable to DPT with respect to age (age range 31–41) and
years of education. (2 participants had BA degrees, 1 had a Ph.D. and the remaining 8
participants had MA degrees). It was not always possible to test all control participants on all
tasks but there was a core group of seven to eight participants who served as controls for most
tasks. Two participants had corrected-to-normal vision and none had any history of reading or
spelling disorders. Normal spelling ability was verified for all participants by means of a
spelling screener.

Methods
General testing procedures

All computer-based tasks were administered on the same Compaq Presario 2100 laptop, using
E-prime 1.2.1 software (Psychological Software Tools, Pittsburgh, PA) for stimulus
presentation and data collection. For all timed tasks, DPT and control participants were
instructed to respond as quickly and accurately as possible. Unless noted otherwise, word
frequency counts are from Francis and Kucera (1982).

Data Analysis
In order to limit response time variability, all reaction time analyses comparing DPT to control
participants are based on median reaction times. DPT’s median RTs were statistically evaluated
relative to those of control participants using the modified t-test and revised tests for
dissociations proposed by Crawford and Garthwaite (2002, 2005). The “Crawford-t” is a quite
stringent evaluation of differences between a single subject and a group. Because of this, in
order to decide if DPT’s performance was abnormal, in the small number of cases where the
p value of a Crawford-t was between .05 and .1 we compared DPT’s median RT to the control
range of median RTs and we also considered DPT’s Z-score. Therefore, in addition to cases
where the Crawford-t p value was below .05, we also considered his results to be significantly
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different from those of the control group if: the Crawford-t p value was between n .05 and .1,
DPT’s median RT fell outside the normal range and his Z-score was greater than 1.5.

When individual subject effect sizes were statistically evaluated (e.g., the magnitude of
frequency, regularity or priming effects), the analyses were based on mean (rather then median)
RTs for DPT as well as individual control participants. This was, of course, necessary in order
to obtain standard deviations for individual subjects.

DPT’s accuracy levels and error types on most tasks were comparable to those of control
subjects and, therefore, although error rates are reported, error types are not described in any
detail except where they differed from control participants. In addition, in tasks in which spoken
response times were recorded, all participants made some voice-key errors, tripping the voice
key prematurely due to coughs, false starts or other vocal sounds. The rate of voice key errors
for controls subjects typically ranged from 1–13% and DPT’s range of 1–5% fell clearly within
normal range and will not be discussed for each individual task. RT analyses do not include
voice-key or actual errors.

Results
Section 1: Characterizing the orthographic impairments

In this section we present the results of a number of tasks used to evaluate DPT’s orthographic
processing of words and nonwords in spelling, oral reading, and lexical decision and in two
tests of comprehension of written words.

Briefly, the orthographic processing evaluation assumes fairly standard theories of reading and
spelling (Coltheart, 1982; Ellis and Young, 1988) which assume a distinction between lexical
and sublexical processes. We make no assumptions about whether the same or different lexical
and sublexical processes are used in both reading and spelling. We assume that the spellings
of familiar words are stored in long-term memory in what we refer to as an orthographic lexicon
and that these long-term memory representations need to be accessed for the correct spelling
of irregular words, as well as for their comprehension in reading. Sublexical processes that
relate letters to sounds in reading and writing (grapheme-phoneme or phoneme-grapheme
conversion processes, respectively) are necessary for the spelling and reading of unfamiliar
(non)words. These sublexical processes are recruited when access to the orthographic lexicon
fails and, when this occurs, plausible readings and spellings (e.g., ‘once” spelled as WUNS or
read as “oans”) are produced..

Written Spelling
Task 1.1: Spelling words to dictation—DPT and 6 control participants were administered
a list of 68 monomorphemic words for writing to dictation. There were no time restrictions and
the first response was scored.

Control participants performed extremely well on this task (error range=0–3/68). In contrast,
DPT made four times as many errors as the most errorful control subject (13/68). All of DPT’s
errors were phonologically plausible. For example, “speak” was spelled as SPEEK, “type” --
> TIPE, “toss” -> TAUSS.

DPT’s excellent repetition of the dictated stimuli, his ability to explain the meanings of words
he did not spell correctly, and the fact that errors were phonologically plausible indicate an
intact sublexical phoneme-grapheme conversion system, with errors originating from a deficit
either within the orthographic lexicon or in gaining access to it (surface dysgraphia). To confirm
this impairment locus, additional testing described below was carried out with DPT only.
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Task 1.2: Spelling nonwords—DPT was administered 34 pseudowords (4 to 8 letters in
length) from the JHU Dysgraphia Battery (Goodman, Caramazza, 1985) for spelling to
dictation. DPT spelled 97% (33/34) of them correctly (see Table 2). This excellent performance
is clearly consistent with an intact phoneme-grapheme conversion system which would be the
source of the phonologically plausible spellings of words reported for List 1.

Tasks 1. 3 and 1.4: Spelling words: Evaluating effects of length and frequency
—DPT was administered 17 long (7 and 8 letters) and 17 short (4 and 5 letters) frequency-
matched words from the JHU Dysgraphia Battery Length List. The results indicated that there
was no effect of length on his performance, with 88% accuracy (15/17) for short words and
94% (16/17) for the long words (x2 (1) = 0, p<0.1).

The effect of frequency was evaluated from data obtained by combining a number of word
lists. A significant effect of frequency was found with high frequency words spelled
significantly more accurately (98%, 97/99) than low frequency words (80% 105/132) (x2(1) =
15.9, p<.001). All errors but two (27/29) were phonologically plausible. It is interesting to note
that, not infrequently, DPT produced multiple phonologically plausible spellings (“riot”->
RIAT, RIUT, RIOT; “elbow” -> ELBO, ELBOUGH; “gross” -> GROSE, GROAS).

In summary, the effect of frequency, the absence of a length effect, excellent pseudoword
spelling and the production of phonological plausible spellings are the classical symptoms of
an impairment to the orthographic lexicon (or in access to it) in the context of intact: sublexical
processing, grapheme buffering and letter shape selection and production (see Tainturier and
Rapp, 2001 for a review).

Reading
Task 1.5: Nonword reading—DPT and eleven control participants were asked to orally
read 64 pronounceable nonword stimuli from Andrews and Scarratt (1998-Experiment 2). Each
trial consisted of a fixation cross presented in the center of the computer monitor for 500 msec,
followed by a single lowercase nonword that remained on the screen until the participant
responded orally; response times were recorded by a voice key and the specific responses were
recorded by the experimenter.

With regard to accuracy, DPT was highly accurate with 0 errors, a rate well within the control
range of 0–3 errors. In terms of response times (as indicated in Table 3), DPT’s median RT of
759 msec. was not significantly different from the control group’s medians (Crawford’s t=
1.448, p = .178).

Task 1.6: Word reading: Evaluating effects of frequency and regularity—DPT and
11 control participants were asked to orally read single words from Jared (2002-Experiment
2). The list consisted of 160 monosyllabic words, half of high and half of low frequency (mean
frequency of HF words=321; mean frequency of LF words=6) that were closely matched for
neighborhood characteristics. Half of the words in each frequency group were exception words
and half were regular-consistent words. A fixation cross appeared at the center of the monitor
for 1000 msec, was followed by a blank screen for 500 msec, and then the stimulus word
appeared until the participant responded orally triggering the voice key.

DPT made no reading errors on this task, clearly falling within the normal range of 0–4/160
errors. DPT’s median RTs for high frequency and regular words were no different from those
of control participants (t=1.745, p=0.112 and t=1.69, p=0.122 respectively). However, his
median RT for exception words was significantly slower than those of the control participants
(t=2.280, p=.046). Furthermore, although his median RT of for low frequency words was not
significantly different from those of controls (t=2.018, p=.07), we do consider it to be abnormal
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as the p value was less than .1, the Z-score was 1.7 and his median RT fell outside the control
range of medians.

With regard to the magnitude of frequency and regularity effects, an evaluation of DPT’s mean
RTs indicated a significant frequency effect that was comparable in magnitude to that exhibited
by the control participants (Crawford’s t(11)=1.489, p=.167), who also showed significant
frequency effects both as a group (t(10)=5.2, p=.000) and as individuals (range of p-values for
controls= .022 to .000).

With regard to regularity, the control participants did not exhibit significant differences in their
mean response times to exception versus regular words either as a group (t(10)=0.372, p= .
718) or as individuals (p values ranged from .23 to .89). This contrasts with the significant
regularity effects reported by Jared (2002) with these stimuli. On the other hand, DPT did
exhibit a significant difference between mean response times for regular versus irregular words
(t(146)=3.45, p=.0007). Furthermore, this difference was significantly larger than that of
controls (Crawford’s RSDT: t(11)=2.872, p=.017)

In sum, despite the fact that DPT’s oral reading accuracy was comparable to that of the control
participants, his reading times were significantly longer for low frequency and exception
words. He exhibited significant effects of frequency and regularity, even though the control
participants did not exhibit the latter. The significant regularity effect is likely to have resulted
from his abnormally slow reading times for exception words. Thus, in clear contrast to DPT’s
intact oral reading of nonwords, in his oral reading of words there was a significant slowing
of responses, particularly for low frequency and exception words.

Task 1.7: Word reading with brief presentation: Evaluating the effect of visual
fields, frequency and length—In this task DPT and 5 control participants were asked to
read word stimuli presented randomly in the right or the left visual field. The beginning of each
word in the right visual field (RVF) and the end of each word in the left visual field (LVF)
were at 2.3 degrees of visual angle from the fixation point at the center of the monitor. Short
words (4–5 letters) occupied 2.28 degrees of visual angle and long words (7–8 letters) 3.4
degrees. Each word was presented for 200 msec and the participant had to pronounce it as
quickly and as accurately as possible. There were 240 stimuli, half of high and half of low
frequency (mean frequency for HF words = 97, mean frequency for LF words = 2.2). In each
frequency group, half of the words were short and half long. Long and short words were
matched for frequency and high- and low-frequency words were matched for length.

DPT produced 17 errors, well within the control range of 11–45 errors. DPT produced more
errors in the left visual field (LVF) than in the right (RVF) and more errors overall for low than
high-frequency words (LVF: HF errors=3, LF errors= 8; RVF: HF errors=2, LF errors = 4).

With regard to frequency, DPT was significantly slower than control participants both for high
(Crawford’s t=3.9, p=.012) and low-frequency words (t=2.895, p=.044). Nonetheless, the
difference between high- and low-frequency words for DPT was not significantly different
than that of controls (Crawford’s RSDT: t (4) = 0.71, p=.95).

With regard to effects of visual fields, for the stimuli presented in the LVF, DPT’s median RT
of 668 msec, was not significantly different than controls (Crawford’s t=2.078, p=.106).
However, for stimuli presented in the RVF, DPT’s median RT of 642 msec was significantly
slower than controls(Crawford’s t=4.196, p=.014). Consistent with what is commonly reported
in the literature (e.g., Brysbaert et al., 1996; Ellis, 2004; Whitney and Lavidor, 2004), control
participants exhibited a RVF advantage. This RVF advantage was significantly smaller for
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DPT in comparison to controls (Crawford’s RSDT: t (4)= 2.682, p=.055). Presumably this is
due to the fact that DPT’s response times were more abnormal with RVF versus LVF stimuli.

Finally, with regard to word length we found that DPT’s median RTs were significantly slower
than those of controls for both short and long words (Crawford’s t=3.083, p=.037 and t=3.006,
p=.04). However, the effect of word length was not significantly different from that of controls
(Crawford’s RSDT: t(4)= 0.122, p=.91). The length effect was significant for DPT and all
individual control participants (DPT: t(212)= 6, p=.0000; p-value range for controls: .01 to .
0000).

In sum, in this oral reading task with brief stimulus presentation we see high accuracy but
abnormally slow responses in all categories, although especially for stimuli presented in the
RVF. The magnitude of DPT’s frequency and length effects both fall within the normal range;
however, his RVF advantage is significantly smaller than that of control participants. The fact
that DPT does not exhibit an abnormal length effect is important as it indicates that, unlike a
number of other cases of individuals with damage to the fusiform and/or nearby tissue, DPT
is not a letter-by-letter reader, we return to this point in the General Discussion.

Task 1.8: Visual Lexical Decision: Evaluating effects of frequency and regularity
—DPT and 10 control participants performed a visual lexical decision task with stimuli from
Seidenberg, Waters, Barnes, and Tanenhaus (1984-Experiment 4). Following a central fixation
cross presented for 300 msec, each stimulus was presented in the center of the computer monitor
until the participant made a key response to indicate whether or not the stimulus was a real
word of English. There were a total of 90 words, half of high and half of low frequency (mean
frequency for HF words =319; for LF words: 11). In each frequency category, there were three
levels of regularity with 15 regular-consistent words, 15 regular-inconsistent words and 15
strange words. There were 90 pronounceable nonwords.

DPT’s overall error rate of 5/180 fell within the control range of 3–6/180. As indicated in Table
3, DPT’s median RTs for words were not significantly different than those of the control
participants on any of the sublists. However, it is worth mentioning that his median RT of 807
to low frequency words, although within control range, yielded a p value between .05 and .1
(Crawford’s t=1.709, p=0.89) and a somewhat elevated Z-score of 1.61.

With regard to frequency effects, DPT and all individual control participants showed
significant effects of frequency (DPT: t(83)=2.78, p=.0085, controls: p values .001–045). In
addition, the magnitude of DPT’s frequency effect was significantly greater than that of the
controls (Crawford’s t=2.42, p=.019). With regard to regularity, although Seidenberg et al.
(1984) reported a significant difference between response times for strange versus regular
words, we did not find a significant effect for either DPT or for the control participants (except
for one). Furthermore, DPT’s difference score for strange versus regular words was not
significantly different from that of controls (Crawford’s t=1.27 p=.235). With regard to
nonwords, DPT’s median RT of 868 for nonwords was significantly different from control
participants (Crawford’s t=2.346, p=.044).

In brief, DPT’s performance in the lexical decision task was generally comparable to that of
controls’ both with respect to error rates and RTs, and with regard to the presence/absence of
frequency and regularity effects. There was, however, some indication of slowed responses to
nonwords and to low frequency words, the latter most likely served to accentuate the effect of
frequency, producing a significantly larger frequency effect for DPT as compared to controls.
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Arguably, the oral reading and lexical decision tasks reported on above do not necessarily
require access to semantics from orthography. In order to examine this process specifically we
carried out tasks requiring explicit (Task 1.9) or implicit (Task 1.10) semantic access.

Task 1.9: Written word comprehension: Synonym judgment task—DPT and 10
control participants performed the synonym judgment task from the Johns Hopkins University
Dyslexia Battery which consists of 54 pairs of high frequency words (mean frequency =154),
half of which are synonyms and half are not. Each pair of words was presented simultaneously
on the computer monitor and participants were instructed to decide as quickly and as accurately
as possible whether the words were related or not by pressing one of two responses keys,. The
stimuli were visible until the participant responded.

This was the only reading task on which DPT performed outside the control range with respect
to accuracy. His error rate of 5/54 fell just outside the control range of 1–4/54 errors. In addition,
his response times were abnormal with his median RT of 979 ms. falling outside the normal
range (564–965 ms), corresponding to a p value of .08 (t(10)=1.9) and a Z score of 1.64

His abnormal error rate and slowed reaction times on this task indicate specific difficulties in
accessing meaning from print; this possibility was examined further in the following task.

Task 1.10: Semantic priming with orthographic stimuli—Semantic priming tasks that
involve presenting two semantically related or unrelated stimuli in close temporal succession
allow for an evaluation of the time course of access to meaning from print, as the prime word
must access meaning with sufficient speed so as to influence the processing of the target
stimulus that follows it closely in time.

DPT and 7 control participants made lexical decision judgments on the second stimulus of a
pair of written stimuli. There were equal numbers (120) of word/nonword and word/word
stimulus pairs. The first word of each pair (appeared in lower case) and remained on the screen
for 200msec and was immediately followed by the second stimulus and on which the lexical
decision was made. The lexical decision stimulus appeared in upper case and remained on the
screen until the participant pressed either of the ‘yes’ or ‘no’ designated response keys. There
were 40 pairs of semantically related words and 40 pairs of unrelated words that were matched
for frequency, length, and regularity. The experiment included another 40 word/word filler
pairs. The word primes were of the same frequency and length for both word/nonword and
word/word pairs. Within pairs, word primes and targets were matched for frequency (mean
frequency of primes=65; targets=67).

DPT’s overall lexical decision accuracy (5/240 errors) fell within the control range (2–14/240
errors). In addition, his median lexical decision RT of 698 msec (both words and nonwords
included) did not differ from those of controls (Crawford’s t=.47, p=.649). This excellent
lexical decision performance was not surprising since DPT was also no different from controls
in the lexical decision task reported above, especially for words in the high frequency range.

Crucially, however, with regard to priming, we found that DPT did not show significant
facilitation when mean lexical decision times for the unrelated and the related pairs were
compared (t(74)=.528, p=.6). In contrast, all individual control participants exhibited
significant semantic priming effects in this task (controls’ range of p values: 0004-.032).

In DPT’s case, the absence of semantic priming in the face of normal lexical decision times to
target words and nonwords is precisely what would be predicted if there were slowed access
to semantics. That is, if access to semantics is abnormally slow for the prime word, then we
would not expect to see facilitation of processing (faster lexical decision times) for the target.
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Section Summary: Orthographic processing deficits—The evaluation of DPT’s
orthographic skills reveals the following: (1) With regard to spelling, DPT shows clear
impairment in the lexical route in spelling, presumably arising at the level of the orthographic
lexicon or in access to it, with sparing of the sublexical process. This conclusion is supported
by his intact auditory comprehension of single words, his accurate spelling of nonwords, a
significant effect of frequency in word spelling and the production of phonologically plausible
errors in his spelling of irregular words; (2) In reading, DPT appears also to suffer a deficit to
the lexical system, leaving intact his sublexical and prelexical processing. His oral reading of
nonwords is apparently entirely normal indicating that letter processing, orthographic analysis,
grapheme-to-phoneme conversion and general phonological output processes are intact; (3)
Unlike spelling, the reading deficit does not generate abnormal error rates or regularization
errors, instead reading difficulties are manifested in slowed reading times, especially for low
frequency and irregular words. This pattern is consistent with damage somewhere along the
lexical route for reading: in accessing the orthographic lexicon and/or in semantic access from
the orthographic lexicon. The abnormal synonym judgment times and especially the absence
of a semantic priming effect for high frequency words, is strongly indicative of slowed access
to semantics from orthographic input. We take up the issue regarding the relationship between
the reading and spelling deficits in the General Discussion.

These findings while clearly indicating disruption to orthographic processing do not address
the question of whether or not the lexical deficits in reading and spelling -in going from
semantics to orthography (spelling) and in going from orthography to semantics (reading)- are
modality and category specific. We take up these questions in the next two sections.

Section 2: Modality specificity?
Task 2.1: Spoken picture naming—Is the difficulty observed in producing written words
in spelling limited to the written modality or is it a more general lexical retrieval deficit (see
Hillis et al., 2005)? This question was evaluated by examining DPT’s accuracy and response
times in a task of spoken picture naming.

DPT and 6 control participants were administered line drawings for spoken naming from
Rossion and Pourtois (2004)’s color and texture adaptation of the Snodgrass and Vanderwart
(1980) line drawings. Drawings were presented individually on the computer monitor until the
participant responded.

Responses were scored as correct or incorrect based on published norms (Snodgrass and
Vanderwart, 1980; Bates et al., 2003; Rossion and Pourtois, 2004). On this basis, DPT made
5/260 naming errors, well within the control range of 2–19/260. Similarly, DPT’s median RT
of 977 was not significantly different from those of controls (Crawford’s t=1.844, p=.13).

In order to evaluate his naming performance in a more detailed manner we considered a subset
of 50 high- and 50 low-frequency words (mean frequency for HF=102, for LF=2.2) whose
images were matched for visual complexity according to the visual complexity ratings provided
by Snodgrass and Vanderwart (1980) and updated by Rossion and Pourtois (2004) (mean visual
complexity = 2.9 for HF and 2.7 for LF). Furthermore, we did not include any low-frequency
words whose names were compound words. Again (as indicated in Table 5), DPT’s median
RTs were not significantly different from those of controls for high or low frequency items.
Furthermore, the magnitude of DPT’s frequency effect was comparable to the magnitude of
the frequency effects produced by controls (Crawford’s t= 1.2. p=.29).

The fact that DPT’s spoken word naming accuracy and response times do not differ from those
of control participants, not only indicates that DPT’s written language deficits may be modality
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specific (affecting written vs. spoken language responses) but also that they may be category
specific (affecting written but not picture stimuli).

Although we take up the question of category specificity more directly in the next section, in
the data analysis for this task we did examine whether there was any effect of the visual
complexity of the picture stimuli on DPT’s naming times. We identified two sets of items of
40 items that differed in visual complexity as established by Snodgrass and Vanderwart
(1980) and updated by Rossion and Pourtois (2004). The low complexity set had an average
complexity rating of 1.7 (on a scale from 1 to 5) and the high complexity set’s average
complexity rating was 3.7. The two sets were matched for name frequency (High Complexity
(HC), name frequency = 26, Low Complexity (LC), name frequency = 23). As indicated in
Table 5, DPT’s naming latencies did not differ from those of normal controls for either set
(HC: Crawford’s t= 1.64, p=.162; LC: Crawford’s t=1.438, p=.21). Furthermore, DPT’s
naming time difference of 42 msec for high versus low complexity stimuli did not differ from
those of controls (Crawford’s t=.27, p=.71). When we compared HC versus LC items within
each individual participant, DPT showed no visual complexity effect (t(80)=.44, p=.66); this
results was comparable to controls (except for one) who also showed no visual complexity
effects (range of p values for controls: 0.044 to 0.86).

From these results we can conclude: (1) the significant problems in orthographic lexical
retrieval (manifested in word spelling) did not extend to lexical retrieval in spoken word
production and (2) the significant slowing in oral reading was unlikely to have been caused by
a primary difficulty in accessing the phonological forms of words.

Task 2.2: Auditory synonym judgment task—In order to further evaluate the question
of modality specificity we examined DPT’s auditory comprehension with tasks similar to the
reading comprehension tasks described earlier (Tasks 1.9 and 1.10).

DPT and the same 10 control participants who participated in Task 1.9, were administered the
synonym judgment task (Task #49) from the PALPA (Kay et al., 1992). This consisted of 60
pairs of high frequency words (mean=48), half of which were synonyms and half were not.
Stimulus presentation was as follows: a fixation point for 500msec, a pause for 300msec,
followed immediately by a pair of related or unrelated words with 100msec silence before and
after each stimulus. The participants were instructed to decide as quickly and as accurately as
possible whether the pair of words were semantically related or not by pressing one of two
response keys. Response times were recorded from the onset of the second stimulus in the pair.

DPT’s error rate of 1/60 was within the control range of 0–3/60 errors. Moreover, and in striking
contrast to his performance with written stimuli in Task #9, his median RT of 1382 was not
significantly different from those of the control participants (Crawford’s t=1.33, p=.216).

Task 2.3: Semantic priming in the auditory modality—Five of the six control
participants that previously participated in the visual-visual semantic priming Task 1.10 as well
as one additional control subject participated in this experiment. Participants made lexical
decision judgments on the second stimulus of either word/nonword or word/word stimulus
pairs that were presented sequentially in the auditory modality. The items were comparable to
those used in the visual-visual experiment (i.e., they were matched for prime and target
frequency, length (number of letters and syllables) and imageability as shown in Table 4. There
were 40 pairs of semantically-related words and 40 pairs of unrelated words; the two sets were
matched for frequency, length, and regularity. The experiment also included another 40 word/
word filler pairs and 120 word/nonword pairs where the word prime was of the same frequency
and length as the word prime of the word/word pairs. The mean frequencies of the primes and
targets were comparable (mean frequency of primes= 68; targets=76). Stimulus presentation
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was as follows: a fixation cross for 500msec, the prime word, 200msec of silence immediately
followed by the target word or nonword, then another 100msec of silence. The participant had
to make a lexical decision by pressing the designated ‘yes’ or ‘no’ keys.

DPT’s lexical decision accuracy and median RT did not differ from those of controls. In fact,
DPT was more accurate than controls with 0/240 errors (control range = 1–13/240) and his
median lexical decision RT of 1183 msec (both words and nonwords included) did not differ
from those of controls (Crawford’s t=.65, p=.544). When we examined the magnitude of
priming effect for the unrelated compared to the related pairs, DPT showed a significant
priming effect (t(75)= −4.5, p=.0008) as did all individual control participants (range of p=.
00001-.0003). Furthermore, with regard to the priming effect size, DPT’s priming effect was
well within the control range of effect sizes 152–283 and did not differ significantly from them
(Crawford’s t=−0.6, p=.572).

Section Summary-Modality Specificity?—The results are quite clear with regard to the
question of modality specificity. In contrast to his performance in the written modality, DPT’s
performance in spoken naming and in tasks requiring rapid access to the meaning of auditorily
presented words was no different from that of normal control participants. Furthermore, the
finding of normal semantic priming in the auditory modality rules out the possibility that a
semantic deficit contributed to DPT’s difficulties in reading comprehension.

Section 3: Category specificity?
In this section we report a series of experiments that examine the issue of whether or not DPT’s
difficulties in reading were limited to the visual category of orthographic stimuli or if they
more broadly affected visual object processing. We did so by examining DPT’s ability to
extract meaning from faces and objects.

Task 3.1: Faces: Fame judgment—DPT and 7 control participants were shown a face on
a computer monitor and were asked to respond as quickly and accurately as possible if the face
corresponded to a famous person or not by pressing one of two response keys. The face was
visible until the participant responded. The task consisted of a total of 210 faces, half of which
were famous and half of which were not1. The famous individuals had professions in the
following categories: sports, politics, business and entertainment.

DPT’s performance was no different from that of control participants with respect to accuracy
and median RT (see Table 6). His error rate of 17/210 was well within the control range of 8–
31/210 and his median RT of 1183 was no different from that of controls (Crawford’s t=.98,
p=.4).

Task 3.2: Faces: Forced choice categorization of profession—DPT and 8 control
participants were tested with the same photos used in the previous task. A face appeared on
the computer monitor and the participant was instructed to choose from two categories the
profession that corresponded to the target face (on different blocks of trials the choices were:
sports-politics, politics-entertainment, sports-entertainment, business-sports, business-
politics). Stimuli remained on the monitor until the participant responded. There were a total
of 266 forced choice trials.

1Many photos of famous people were borrowed from Michele Miozzo’s laboratory database (used by permission) whereas non-famous
peoples’ faces were taken from several internet resources.
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DPT’s error rate of 3/266 was lower than that of the controls, whose error rates ranged from
5–25/266. His median RT of 838 msec was not different from those of the control participants
(Crawford’s t=−0.38, p=.79).

Task 3.3: Objects - Pyramids and Palm Trees (timed)—To examine DPT’s ability to
access semantic information for pictured objects we used a timed, computerized adaptation of
the Pyramids and Palm Trees task (Howard and Patterson, 1992).

DPT and 8 control participants were presented with 55 stimuli; each consisting of a triad of
line drawings presented on a computer monitor—one displayed above the other two.
Participants were asked to decide as quickly and as accurately as possible which of the two
pictures presented at the lower part of the monitor was related in meaning to the picture shown
in the upper part. Stimuli remained on the monitor until participants responded with a button
press (see Table 6).

DPT’s error rate of 6/55 fell well within the control range of 3–15/55 and his median RT of
2269 was no different from that of control participants (Crawford’s t=.94 p=.38).

Section Summary: Category Specificity?—DPT showed no signs of difficulty in
processing non-orthographic categories of visual stimuli such as line-drawings of objects and
photographs of faces. These findings are also consistent with the normal effects of visual
complexity observed for the picture naming task reported in Section 2. These results clearly
indicate that the orthographic difficulties that we have documented are not part of a more
general deficit in processing visual stimuli. These findings reveal that DPT can access
semantics normally from visual input as long as the stimuli are not orthographic.

General Discussion
In the present study we investigated the cognitive functions subserved by the left fusiform
gyrus through the detailed investigation of the performance of an individual (DPT) who had
undergone a resection of the mid and anterior portions of his left fusiform gyrus (as well as
adjacent regions of the inferior temporal gyrus). We were interested in evaluating the
hypothesis that there are neural substrates in the left fusiform that are specifically necessary
for the processing of orthographic information, and not language nor visual categories more
generally. That is, we were specifically interested in the claim regarding the modality and
category specificity of substrates within the left fusiform. Our investigation revealed the
following: (1) DPT suffered deficits in orthographic processing that affected both the reading
and spelling of words (leaving intact the processing of nonwords) and, more specifically, the
deficit/s affected the retrieval of meaning from orthographic forms (in reading) and the retrieval
of orthographic forms from meaning (in spelling). (2) The modality specificity of the deficit
was supported by the finding that, in contrast to his difficulties in generating written word
forms in spelling, DPT was able to generate spoken word forms with normal speed and accuracy
in picture naming; and, furthermore, that, in contrast to his difficulties in extracting meanings
from written forms in reading, DPT was able to extract meaning from spoken forms with normal
speed and accuracy in auditory word comprehension tasks. (3) The category specificity of the
deficit was supported by the finding that DPT showed normal speed and accuracy in his
processing of photographs of faces and line drawings of objects, and was not affected
abnormally by the visual complexity of the stimuli. This constellation of results clearly supports
the conclusion that at least some portion of the mid-anterior left fusiform is specifically
necessary for the normal processing of lexical orthographic information in reading and spelling.
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Functional localization of the deficits in reading and spelling
In spelling, the characterization of the deficit locus is quite straightforward. DPT’s entirely
normal nonword spelling, with difficulties restricted to the spelling of words with unpredictable
spellings (in the face of excellent auditory word comprehension) and the production of
phonologically plausible responses (e.g., ‘riot” -> RIAT) clearly point to a specific difficulty
in accessing the long-term memory representations of the spellings of words from intact
representations of word meanings.

With regard to reading, the fact that DPTs was able to read nonwords with normal accuracy
and response times, provides clear evidence that early visual and letter recognition processes
were intact and, therefore, that the reading deficit affected some aspect of lexical processing.
The fact that auditory semantic priming was normal indicates that semantic representation and
processing were intact, narrowing the possible deficit locus to some aspect of processing the
orthographic word forms themselves or in accessing their meaning. The visual semantic
priming task (Task 1.10) is the most revealing with regard to characterizing the specific nature
of DPT’s reading deficit. His normal lexical decision times and accuracy for the target words
in this task stand in contrast to the absence of significant semantic priming effects in the same
task. The normal lexical decision times indicate intact processing through the lexical
orthographic level (at least for high frequency words which make up the stimuli in this task)
and given this, the absence of semantic priming indicates a failure to activate word meanings
in a normal time frame. It is this within-task dissociation and the contrasting results in the
orthographic and spoken modalities that provide the clearest evidence of a deficit specifically
affecting access to semantics from orthography. This conclusion finds additional support in
DPT’s elevated error rate and response times in the written synonym judgment task (Task 1.9).
The conclusion that there is a deficit affecting access to meaning from print is strongly
supported by the evidence, however, it is important to note that we cannot rule out some
additional disruption to lexical orthographic processing itself, given the signs of slowed lexical
decision times for low frequency words (Task 1.8).

As we have noted, the spelling and reading deficits have considerable functional “symmetry”.
They differ, however, in terms of their impact on errors. That is, while the lexical deficit in
spelling resulted in frank phonologically plausible errors, the reading deficit manifested itself
largely in slowed reaction times, rather than elevated error rates and regularization errors. One
may wonder how oral reading and reading comprehension are so accurate. This prompts the
question: What exactly is the nature of the functional deficit such that it only slows access from
orthography to meaning but does not eliminate it nor does it result in regularization errors?
There is considerable evidence that normal reading (and spelling) involves the interaction
between and integration of information from both lexical and sublexical processes (for reading:
Hillis and Caramazza, 1991; Miceli et al, 1994; Plaut et al., 1996; for spelling: Folk and Rapp,
2004; Rapp, et al., 2002). Some of these investigations reveal that errors in word reading can
be reduced when lexical-sublexical interaction is available. Thus, one possibility is that we are
observing the consequences of a disrupted lexical system functioning in the context of the
support provided an intact sublexical system and even perhaps an intact non-semantic lexical
process (Schwartz et al., 1980)2. Without additional, extensive testing it is not possible to more
precisely characterize the nature of the deficit that affects speed and efficiency of access to
meaning in reading while leaving accuracy intact.

2Consistent with this characterization of the underlying deficit, many letter-by-letter readers, some of whom suffer from damage to the
inferior temporal lobe, produce regularization errors and have slowed reading responses
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The relationship between reading and spelling
The fact that DPT’s performance in reading and written spelling tasks is strikingly similar and
“symmetrical” quite naturally raises questions regarding the functional and neural relationship
between reading and spelling. In both reading and spelling, DPT exhibited intact processing
of nonwords, the absence of any length effect, and lexical deficits were indicated by frequency
effects (in reading: Tasks 1.6 and 1.8; spelling: Tasks 1.3 and 1.4), as well as by effects of
regularity. The latter were manifested in reading in his increased response latencies to irregular
words (Task 1.6) and, in spelling, by the production of phonologically plausible spellings
(Tasks 1.1, 1.3 and 1.4). The question arises: Do these similarities indicate that the
comprehension and production of orthography share one or more processing components that
suffered damage in DPT’s case?

According to most theories of word processing, the reading and spelling of words make use of
a lexical semantic system that is also shared with spoken word processing. Semantic mediation
is typically considered to be critical at least for the correct spelling and reading of words with
non-predictable spellings and pronunciations. As a result, neural damage affecting the lexical
semantic system can be expected to affect both reading and spelling of low-frequency,
exception words; furthermore, in the presence of intact sublexical processing, phonologically
plausible pronunciations and spellings should be produced. This pattern of impaired word
comprehension accompanied by surface dyslexia and dysgraphia has been reported either
subsequent to stroke (Hillis and Caramazza, 1991), or to trauma (Tainturier, 1996) and in
context of semantic dementia (Graham et al., 2000). However, since DPT has intact lexical
semantics (as evidenced by normal auditory semantic priming, synonym judgment, etc.) this
cannot be the basis of the association between his reading spelling deficits. This, therefore,
raises the possibility that reading and spelling may share orthography-specific processing
structures.

The notion that reading and spelling share orthography-specific processing components/neural
substrates is consistent with DPT’s performance pattern as well as with other cases exhibiting
both acquired dysgraphia and dyslexia subsequent to lesions affecting the left inferior temporal
lobe (Rapcsak and Beeson, 2004). As striking as the similarities are across reading and spelling,
Hillis and Rapp (2004) and also Tainturier and Rapp (2001) discuss the complexities involved
in interpreting patterns of association and dissociation in reading and spelling performance.
They caution that it is difficult to conclude that a striking association of deficits reflects damage
to a shared process, because the alternative conclusion that similar processes are neurally
continguous cannot be ruled out. While this is undeniable, it is also important to consider that
recent functional neuroimaging studies have also indicated the involvement of common
substrates for reading and spelling within this left-mid fusiform region (Rapp et al., 2006; see
also Beeson et al., 2003). Nonetheless, it is possible that these functional neuroimaging findings
do not provide sufficient resolution to distinguish independent but contiguous processes. In
sum, although not entirely unambiguous, there is a convergence of the functional neuroimaging
and neuropsychological findings on the conclusion that at least some shared orthography-
specific processes/processing resources for reading and spelling may be subserved by the left-
fusiform. However, the specific computational function of these substrates has not been
identified. In the case at hand, it is interesting to consider whether or not a single functional
deficit that reduced the speed or efficiency of processing between lexical semantic and
orthographic representations could produce the observed asymmetrical consequences in
reading and spelling. Without a better understanding of these systems and the timing of lexical
and sublexical processes, it is not clear why a reduction in lexical processing speed would allow
for correct retrieval of pronunciations in reading, but yield phonologically plausible responses
in spelling.
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The neural substrates of orthographic processing
Constraints on the interpretation of DPT’s lesion-deficit pattern are provided both by cases of
semantic dementia–with lesions typically anterior to DPT’s- as well as by cases such as the
one by Gaillard et al. (2006)–whose lesion was posterior to DPT’s.

A number of studies have indicated that the most commonly affected region in semantic
dementia is the left anterior temporal lobe (with atrophy also reported in lateral and anterior
areas of the middle and inferior temporal cortex (Chan et al., 2001; Davies et al., 2005;
Mummery et al., 2000; Mummery et al., 1999). The fact that DPT did not have a semantic
deficit and that his lesion was situated posterior to these anterior temporal regions associated
with semantic processing, provides support for the hypothesis that orthography-specific
functions required for the normal mediation between lexical semantics and orthography are
situated in the region of the mid fusiform gyrus that was lesioned in DPT’s case.3

As indicated earlier, DPT’s lesion is largely anterior to that of the individual described by
Gaillard et al., extending (in Talaraich space) from −15 to −66 while Gaillard et al.’s patient’s
lesion extended from −60 to −80. Both the similarities and differences in their cognitive abilities
and deficits provide important information regarding the nature of orthographic functions and
their neural substrates.

With regard to similarities, it is important to note that both individuals exhibited normal
processing of stimuli from visual categories such as objects and faces. Furthermore, they both
exhibited normal performance in spoken language production and comprehension. The
differences between them lie in the nature of their orthographic deficits. The first and most
clearly documented difference concerns the effect of word length in reading. Gaillard et al.
presented clear evidence that their patient’s overall reading times significantly increased from
pre to post surgery, and that, after surgery, he exhibited a significant effect of length on his
reading times that was absent prior to the surgery; furthermore, when stimuli were flashed
briefly, his reading accuracy decreased significantly from pre to post surgery (for other relevant
cases see Cohen et al., 2003; Damasio and Damasio, 1983; Henry et al., 2005; Leff et al.,
2001). In contrast, although DPT’s overall reading time were slower than those of controls, he
showed no abnormality in the magnitude of his length effect. That is, the difference in response
times for long and short words was no greater for DPT than it was for control subjects. Also
consistent with an absence of length effects (or letter-by-letter reading behavior) is the fact that
DPT’s reading times for pseudowords were no different from those of control subjects4.

Abnormal length effects in reading are typically interpreted as indicating difficulties in the
parallel processing of the orthographic stimulus itself. Consistent with this interpretation,
Gaillard et al. conclude that their patient suffered a deafferentation of the orthographic
processing system from visual input. DPT’s deficit clearly affects a later reading process, one
involved in the processing of lexical orthographic forms after their constituent letters have been
identified in a normal manner. As indicated above, DPT’s reading deficit is best characterized
as one affecting his access to word meaning after relatively intact processing of orthographic
word forms. Importantly, the distinction between the deficits exhibited by these two individuals
and the differences in the location of their lesions, is generally consistent with the notion that
the left fusiform, in its posterior-anterior extent, is hierarchically organized to carry out

3Since DPT’s lesion was not entirely restricted to the mid-fusiform gyrus, but also included portions of the adjacent inferior temporal
gyrus, we cannot conclusively attribute such functions to the mid-fusiform gyrus.. Nonetheless, our data clearly support orthography-
specific substrates somewhere within the substrates corresponding to DPT’s lesion. Given the considerable evidence implicating the
fusiform in orthographic processing and the current debate on how to specifically characterize the properties of this area, it is appropriate
to assume that the fusiform is likely to be the relevant area.
4Although Gaillard et al. do not report on nonword reading performance, presumably this would also have been carried out in a letter-
by-letter fashion.
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increasingly more “abstract” orthographic functions (Cohen, et al., 2003; Vinckier et al.,
2007; Binder et al., 2006). Under this interpretation, the Gaillard et al. subject reveals the role
of more posterior areas of the left fusiform in processing orthographic stimuli, while DPT’s
performance sheds light on the role of mid-fusiform areas specifically in word processing and
in access to meaning from print.

Another difference between the two individuals concerns their spelling performance. While
DPT clearly suffered from a deficit affecting his ability to retrieve the stored orthographic
forms of words, Gaillard et al.’s patient’s spelling was flawless for those items he was asked
to spell. However, a limitation in interpreting this difference is that Gaillard et al.’s patient was
not extensively tested in spelling to dictation (36 high frequency words, 3–9 letters in length).
Without data on irregular and low frequency words it is difficult to draw firm conclusions.
Nonetheless, the difference between the two patients with regard to their spelling abilities is
certainly consistent with the conclusion that processes/representations involved in accessing
abstract orthographic word forms from long-term memory (a function referred to as the
orthographic lexicon by many researchers) are located more anteriorly along the left fusiform.

Modality specific processing in the left fusiform?
As we discussed in the Introduction, most researchers have posited amodal/polymodal
processing at some location within the left fusiform. While some have argued that there are no
orthography-specific processes whatsoever within the fusiform, and that, instead, all non-visual
processing is polymodal (Booth et al., 2002; Buchel et al., 1998; Price et al., 2003; Mechelli
et al., 2005; Mummery et al., 1998; Noppeney and Price, 2002), others have argued that
polymodal processing is limited to more anterior regions of the fusiform (Cohen et al., 2004;
Jobard et al., 2003, 2007). DPT’s lesion extended from −15 to −66 in the anterior-posterior
dimension, occupying regions that have been associated by virtually all investigators with
polymodal/spoken language processing. Interestingly, however, DPT performed normally in
terms of response times, accuracy and magnitude of semantic priming in the auditory modality
(Tasks 2.2 and 2.3) and the semantic priming task is a particularly rigorous measure of the
integrity of auditory word processing. In addition, with regard to spoken production, although
DPT did report spoken naming difficulties post-surgery, his picture naming response times and
accuracy were no different from those of normal subjects.

How can we account for the fact that DPT’s performance would seem to be at odds with rather
widespread claims of (anterior) fusiform involvement in auditory/spoken word processing?
One possibility is that, the critical polymodal fusiform areas are more anterior to the anterior
edge of his lesion. That is, fusiform gyrus extends to approximately y=0 in Talairach
coordinates, whereas the anterior edge of DPT’s lesion was at approximately y=−15. Although
this very anterior involvement in polymodal/spoken language processing is a possibility, this
would seem to be clearly more anterior than has been reported in a number of studies which
typically report activation centered around y=−40 (Jobard et al., 2007; Mechelli et al., 2003,
2005; Mummery et al., 1998; Price et al., 2003). A second possibility is that although, in
functional neuroimaging studies, these anterior areas (centered on y-40) have been reported as
active in polymodal/spoken language contexts, they are not strictly necessary for performing
these functions. Possibly other regions (such as superior temporal, or posterior superior
temporal areas) play a more critical role in access to (and from) semantics for spoken language.
Consistent with this, in the relevant functional neuroimaging studies, activation associated with
polymodal/spoken language processing is typically reported in multiple areas outside the
fusiform. However, this still leaves to be accounted for the reports of lesion-deficit correlation
or perfusion studies reporting an association of spoken naming deficits with fusiform lesions
(Hillis, et al., 2005; Price et al., 2003; Raymer et al., 1999). However, if we look at these cases
we find that although the lesions/hypoperfusion affected the left (and sometimes anterior)
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fusiform gyrus, they also typically affected other inferior temporal or even middle to superior
temporal areas as well. Therefore, it is difficult to attribute the spoken naming deficits
specifically to fusiform or anterior fusiform areas.

It is apparent that, in order to resolve these issues, functional neuroimaging and lesion studies
that can specifically isolate anterior portions of the left fusiform will be required.

Category-specific orthographic processing in the left fusiform?
DPT’s performance is consistent with a number of neuropsychological reports indicating
dissociations in performance across the visual categories of written words, face and objects
(see Farah, 1994; Kanwisher and Yovel, 2006; for discussions). Along similar lines, in the
functional neuroimaging literature, a number of studies have reported “activation
dissociations” between written words/letter strings and/or visual objects and faces (Gauthier
et al., 2000; Hasson et al., 2002; Puce et al., 1996; Bar et al., 2001; Malach et al., 2002).
However, it is also true that a number of functional neuroimaging studies have found no such
activation dissociations (Joseph et al 2003, 2006; Price and Devlin, 2003; Wright et al.,
2008; Bookheimer et al., 2000; Indefrey et al., 1997; Moore and Price, 1999).

How can we account for this range of functional neuroimaging and neuropsychological
findings? One possibility is that different visual categories may indeed recruit and require
different subregions of the fusiform, but that these regional differences may not always be
detected by the relatively large grain of functional neuroimaging techniques. However, given
that the lesions suffered in cases of selective alexia, agnosia or prosopagnosia are not always
especially small, this does not seem to be the most likely account of the observed
neuropsychological dissociations. More likely is the possibility that while a range of different
types of visual stimuli may engage the left fusiform, it is only orthographic processing that
actually requires this region. Under this hypothesis, object processing requires networks
localized in other cortical areas and/or in the right-hemisphere (Hasson, et al., 2002; Hemond
et al., 2007). In fact, in the case of face processing the evidence seems to more clearly point to
the critical role of the right-hemisphere mid-fusiform (for reviews and discussions see Grill-
Spector et al., 2004; Kanwisher and Yovel, 2006; Kleinschmidt and Cohen, 2006; Yovel and
Kanwisher, 2007).

In sum, with regard to the functional localization of face and object processes, DPT and the
Gaillard et al. case add to the already considerable evidence that the left fusiform, is not
specifically necessary face or object processing, although it may typically be activated by these
stimuli in functional neuroimaging studies.

The question of functional reorganization
It is important to discuss the possibility that cognitive functions that were supported by mid-
fusiform substrates may, in DPT’s case, have been taken up by other brain regions. One
hypothesis is that, although prior to the resection multiple tasks may have required the left mid-
fusiform area, due to post-surgical reorganization of function performance on these tasks was
normal at the time DPT was evaluated. Specifically, the concern would be that the mid/anterior
fusiform region is normally neither category nor modality specific but only appears that way
after functional reorganization. Despite its surface plausibility, if we consider this possibility
carefully, we see that we are still led to the conclusion that the left mid-fusiform supports
modality and category specific orthographic functions. We lay out this reasoning in the
following paragraphs.

As Price and Devlin (2003; see also Hillis et al., 2005) discussed there are at least three ways
to think about the assignment of function/s to the left fusiform (1) there are several smaller and
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functionally specialized areas within the same fusiform area, (2) there is one underlying
“higher” function subserved by this region and (3) the very same area subserves different
functions depending on the “extra-fusiform” area/s it interacts with for each particular task.
We consider each of these in turn in the context of possible functional reorganization. The first
possibility is consistent with our conclusion of category and modality-specific orthographic
functions within the left fusiform, as it allows for specifically orthographic functions in the
fusiform to co-exist with other visual and spoken language functions. Under this hypothesis,
the reason we see selective orthographic impairment in DPT’s case is that either (a) the visual
and spoken language functions were spared by his lesion (they were, respectively, more
posterior and anterior to the lesion) or (b) if the multiple independent orthographic, visual and
spoken language functions were all affected by the lesion, functional reorganization or pre-
existing redundant circuitry was available for visual and spoken language functions but not for
orthographic ones.

The second possibility assumes that the left mid-fusiform supports a single function that is
recruited by a wide range of tasks–reading, spelling, spoken naming, object recognition, etc.
The first problem is that, without specifying what such a function might be, it is difficult to
evaluate the hypothesis. Nonetheless, in the context of the question of functional reorganization
if we assume that the reason that spoken language and visual processing are intact in DPT’s
case (and also for Gaillard et al.’s patient) is because this single “general” function has been
relocalized to another brain area, then the challenge is to explain why orthographic processing
did not also benefit from this reorganization. The fact that orthographic processing remains
impaired reveals that there was something uniquely necessary for orthographic processing that
is subserved by this brain region-our conclusion precisely.

Finally, there is the possibility that the very same neurons within the mid-fusiform region take
on different functions depending on which extra-fusiform they are interacting with in the task
at hand. In that case, one could posit that after resection a different brain area comes to interact
with those critical extra-fusiform regions to allow for intact spoken language and visual
processing. The question would be—why didn’t this reorganization benefit written language
processes? The critical point is: the fact that written language alone was unable to achieve
this reorganization indicates that, in some manner, normal written language processing
uniquely relies upon mid-fusiform substrates.

That is not to say that we can rule out that there has been any functional reorganization of
orthographic processing functions. Furthermore, in considering the possibility of functional
reorganization, it may be relevant to consider the nature of the neurological deficit. Specifically,
a relatively slow-growing tumor may provide opportunities for reorganization or outcomes of
reorganization that are either not possible with stroke or require a similarly long post-stroke
time course. For example, one could speculate that the difference between DPT and the Gaillard
et al. patient as well as many of the other letter-by-letter readers with lesions to the inferior
temporal lobe (reviewed in the Introduction) with regard to presence versus absence of letter-
by-letter reading is not due to differences in the location of the lesions along anterior-posterior
axis of the fusiform (as we suggested above), but rather to the fact that DPT suffered from a
slow-growing tumor that allowed for the gradual reassignment of the parallel processing of
orthographic stimuli to other brain regions either within the left fusiform or to other brain
regions. Although certainly a possibility, the fact remains that at least DPT and the Gaillard et
al. patient differed in the location of their lesions. Similarly, the relative “mildness” of DPT’s
reading impairment relative to what is often reported for individuals with inferior temporal
lobe damage could, in some way, be the result of gradual reorganization.

The questions of reorganization of function and how it is affected by etiology of neural damage
is an important one and functional neuroimaging of DPT’s reading and spelling performance
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might provide a useful means of revealing differences in activation patterns between DPT and
normal readers and spellers, which, in turn, may provide insights into possible reorganization.
Nonetheless, as we have argued above, these possibilities do not weaken the argument that
DPT’s case provides clear evidence of orthography-specific functions of the fusiform.

Conclusions
There has been an extensive and ongoing debate regarding the possibility that neural substrates
within the left fusiform gyrus may be dedicated to the modality and category specific processing
of orthographic stimuli. A large set of neuroimaging and neuropsychological findings have
been marshaled in support of both positions in this controversy. Although all sources of
information play a valuable role, dissociations of functions associated with relatively restricted
lesions are a particularly powerful form of evidence. As Kleinschmidt and Cohen (2006) noted
‘functional specialization in the sense of a critical role, i.e. loss of a function in case of damage,
reflects whether a given region is the exclusive cortical locus for that particular function, and
not whether it is exclusively engaged by that function’ (pg. 389). The case we have described
in this paper provides strong evidence for the critical role of neural substrates within the left
fusiform in orthographic processing and representation.
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Figure 1.
Sagittal, coronal and horizontal views of DPT’s lesion
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Table 1

DPT’s performance on a set of standardized tests: the Wechsler memory scale (Wechsler, 1987), the Rey Complex
Figure Test (Osterrieth, 1993; Rey, 1993), the Grooved Pegboard Test (Bornstein, 1986), the Trail Making Test
(Army Individual Test Battery, 1944), the Rey Auditory Verbal Learning Test (Rey, 1964), the Boston Naming
Test (Kaplan, Goodglass, & Weintraub, 1983), the Warrington Recognition Memory Test for Words and Faces
(Warrington, 1984), the Peabody Picture-Vocabulary Test (Dunn, 1959), the Controlled Oral Word Association
Test (Benton et al., 1994), the American National Adult Reading Test (Blair & Spreen, 1989), the Stroop Test
(Stroop, 1935).

TASK SUBTASK DPT’S SCORE

CONTROL
MEAN (SD) OR
PERCENTILE

Wechsler memory scale
(verbal working memory)

Information and Orientation 13/14 13.7 (0.5)

Digits Forward 16/16 8.7 (1.8)

Digits Backwards 11/14 6.8(2.1)

Rey Complex Figure (visual
perception & memory)

Copy 36/36 31.75(3.21)

Delayed 25.5/36 17.20(7.08)

Grooved pegboard (fine
motor speed & precision)
Trail making
Rey auditory verbal
learning (verbal learning)

Dominant Hand Time= 60, Error Rate=0 percentile 53

Nondominant Hand Time=66, Error Rate=0 percentile 50

Form A 29sec 29.9 (15.6)

Form B 62sec 58.9 (22.1)

Total 54/75 53.6 (8.3)

Interference Trial 10/15 6.6 (2.1)

Recall after Interference 11/15 11.4 (2.4)

Delayed Recall 12/15 11.2 (2.8)

Written Recognition 13 13.6 (1.9)

Boston Naming Test (spoken
word naming)

Spontaneous 60 correct 55.9 (2.8)

Warrington’s Recognition
Memory Test for Words and
Faces

Words 47/50 percentile: 50

Faces 43/50 percentile: 50

PPVT (Peabody Picture-
Vocabulary Test)

Auditory word comprehension 171/175 percentile: 92

Controlled Oral Word
Asscociation Test (fluency)

F-A-S (Total # Words) 50 40.5 (10.7)

American National Adult
Reading Test (oral reading)

IQ Equivalent = 122.34 (Superior)

Stroop Test Color 112 111.94 (0.23)

Color-word 93 104.90 (10.22)
15th percentile
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Table 2

Spelling accuracy for DPT and age-matched control participants.

Spelling accuracy DPT’s accuracy Control accuracy (range)

Words List 1 81% (55/68) 96%–100% (0–3/68)

Nonwords List 2 97% (33/34)

Words List 3

 Long words 88% (15/17)

 Short words 94% (16/17)

Words List 4

 HF words 98% (97/99)

 LF words 80% (105/132)
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Table 3

DPT and control participants’ performance on reading tasks. DPT’s performance is compared to that of the
controls using the Crawford t-test (Crawford & Garthwaite, 2002)

Task DPT: median RT
Controls: mean (range;

SD of medians)

Statistical
comparison of

DPT to controls

Nonword reading 759 582 (465–804) (117) ns

Word Reading

 High frequency 583 470 (388–596) (62) ns

 Low frequency 615 477 (398–617) (65) p<.1

 Regular 588 475 (391–608) (64) ns

 Exception 632 477 (393–614) (63) p<.05

Word Reading: Brief presentation

 LVF 668 429 (296–585) (105) ns

 RVF 642 357 (301–426) (62) p<.05

 High frequency 602 351 (288–409) (53) p<.05

 Low frequency 738 405 (295–550) (105) p<.05

 Short 571 338 (263–411) (69) p<.05

 Long 743 417 (298–557) (99) p<.05

Visual Lexical Decision

 High frequency 675 572 (465–766) (91) ns

 Low frequency 807 640 (537–809) (84) p<.1

 Reg/consistent 718 602 (490–767) (89) ns

 Reg/inconsistent 712 574(535–801) (82) ns

 Strange 727 597 (484–767) (86) ns

Visual Synonym Judgment 976 762 (564–965) (105) p<.1

Visual Semantic Priming

Overall lexical decision 698 633 (486–880) (128) ns

Priming effect: (unrelated-related) 12 43 (29–73) (18) p<.05
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Table 5

DPT and control participants’ performance on spoken language tasks. DPT’s performance is compared to that
of the controls using the Crawford t-test (Crawford & Garthwaite, 2002)

TASK DPT’s median RT
Controls mean (range;

SD of medians)

Statistical
comparison of

DPT to
controls

Spoken Picture Naming

High frequency 822 687 (579–881; 116) ns

 Low frequency 1035 788 (683–932; 128) ns

 High complexity 1098 806 (681–915; 122) ns

 Low complexity 1140 817 (654–1059; 164) ns

Auditory synonym judgment 1382 1036 (719–1456; 248) ns

Auditory semantic priming

Overall Lexical Decision 1183 1101 (964–1363; 150) ns

Priming effect: (unrelated-related) 169 200 (152–283; 46) ns
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Table 6

DPT and control participants’ performance on face and object processing tasks.. DPT’s performance is compared
to that of the controls using the Crawford t-test (Crawford & Garthwaite, 2002)

TASK DPT: median RT
Control mean (range; SD of

medians)

Statistical
comparison of DPT

to controls

Faces: fame judgment 1183 938 (772–1434; 235) ns

Faces: forced choice
categorization

838 823 (523–1123; 163) ns

Pyramid and Palm Trees
(timed)

2269 1765 (1147–2565; 504) ns
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